Enhancement of a Two Thresholds sensing system by Segmentation of Confused Regions
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Abstract— A new technique called cognitive radio seeks to utilize the available spectrum. Spectrum sensing is the fundamental cognitive radio component. There are many types of sensing spectrums, one of which is The Two Thresholds Based on Covariance Absolute Values (TTCAV) method. This method’s confused region, which is unsure whether it is a signal or noise, is one of its drawbacks. To solve this problem proposed two techniques, a 2-bit quantization technique and a 3-bit quantization technique. Both techniques use an adaptive threshold. The experimental results conducted using python version 3.7 and Jetson Nano kit show an improvement in the detection probability values after using the techniques. Where the value of \( P_d = 80.2\% \) for a 2-bit technique, \( P_d = 90.3\% \) for a 3-bit quantization technique, at SNR=−20 under smoothing factor \( L=3 \). The Monte Carlo was used to determine the effectiveness of the proposed techniques, and Binary Phase Shift Keying modulation BPSK. According to the experiment, the results after using the proposed techniques are better than before.

Index Terms— cognitive radio, spectrum sensing, the Covariance matrix, Jetson Nano kit.

I. INTRODUCTION

With the growing increase of wireless communication, the limiting frequency band gets increasingly crowded. According to an assessment of future communication services demands, the spectrum is likely to expand even further in the next years. The licensed frequency limitation, on the other hand, is mainly attributable to wasteful static spectrum distributions rather than a physical limitation of the spectrum[1]. Cognitive radio is used in different fields like Narrow-band signals, Captured DTV signals[2]. In the field of wireless communication, efficient spectrum usage has become a major research topic. The spectrum resource is currently assigned acceptably, allowing authorized users to use it independently. This simple and effective static allocation mechanism prevents interference between multiple authorized users. However, one disadvantage of this system is that the majority of the approved most of the time, the frequency band is inactive. It's a huge loss of a scarce spectrum resource. People desire a new means of distribution due to the spectrum shortage problem posed by this static spectrum access approach. To address this issue, the concept of cognitive radio (CR) was presented [3]. The CR is a new kind of radio that can detect spectrum gaps and utilize them[4]. All network users benefit from cognitive radios because they deliver very reliable communication[5]. When the licensed users are not active, these unlicensed users can utilize both unlicensed and licensed bands and avoid interfering with one other[6]. The essential technology of cognitive radio is spectrum sensing[7]. Cooperative and non-cooperative detection techniques are the two classifications of...
spectrum sensing[8]. Cognitive radio utilizes a waveform programmable hardware platform, also known as software-defined radio (SDR)[9]. Spectrum sensing is a practically difficult task due to a number of issues, the license users’ (SNR) could be pretty low. The sensing issue is complicated by multipath fading and time dispersion of the wireless channels[2]. There is also the problem of the confusing region[10]. And to solve it proposed two techniques in section III. The remainder of the paper is structured as follows: Section II presents the system model, and Section III describes the Two Thresholds Based on Covariance Absolute Values (TTCAV). The Experimental setup is presented in Section IV. Section V contains the experimental results. Finally, in Section VI, the conclusion is presented.

II. SYSTEM MODEL

In order to explain the received signal, two hypotheses are taken into account: hypothesis Ho when LU is absent and hypothesis H1 when LU is present [11][12].

\[ H_0: X(N) = n(N) \]  
\[ H_1: X(N) = S(N) + n(N) \]  

Where \( n=1, 2, \ldots, N \).

\( N \) denotes the number of samples[13]. \( X(N) \) is the signal that was received. The licensed signals are represented by \( S(N) \). \( n(N) \) is Additive White Gaussian Noise (AWGN) with a zero mean and variance \( \sigma_n^2 \) [14].

A. Conventional Covariance Absolute Values Spectrum Sensing Method Based on Two Thresholds (TTCAV)

This method generates the covariance matrix \( C_x(N) \) from the received signal, which has the following definition:

\[
C_x(N) = \begin{bmatrix}
    f(0) & f(1) & \cdots & f(L - 1) \\
    f(1) & f(0) & \cdots & \vdots \\
    \vdots & \vdots & \ddots & \vdots \\
    f(L - 1) & \cdots & \cdots & f(0)
\end{bmatrix}
\]  

(3)

where

\[ f(i) = \frac{1}{N} \sum_{m=0}^{N-1} X(m)X(m - i)^* \]  

(4)

\( i = 0, 1, 2, \cdots, L-1 \).

L: Smoothing factor.

(*) : complex conjugate.

\[
T_{c1}(N) = \frac{1}{L} \sum_{n=1}^{L} \sum_{m=1}^{L} |r_{nm}(N)|
\]  

(5)

\[
T_{c2}(N) = \frac{1}{L} \sum_{n=1}^{L} |r_{nn}(N)|
\]  

(6)

From equations (5) and (6), we have

\[
T_{CAV}(N) = \frac{T_{c1}(N)}{T_{c2}(N)}
\]  

(7)

\( T_{CAV}(N) \) is the test statistic, \( T_{c1}(N) \) is the summation of all sample covariance matrix components, and \( T_{c2}(N) \) is the sum absolute value of all the diagonal elements of the
sample covariance matrix \([11][12]\). In order to determine the two thresholds \(th_1\) and \(th_2\), random matrix theory is used and consider the two false alarm probabilities \((P_{f1} , P_{f2})\).

\[ P_{f1} < P_{f2} \]

\[ th_1 = \frac{1 + (L-1)\sqrt{\frac{2}{N\pi}}}{1 - q^{-1}(P_{f1})\sqrt{\frac{2}{N}}} \quad (8) \]

\[ th_2 = \frac{1 + (L-1)\sqrt{\frac{2}{N\pi}}}{1 - q^{-1}(P_{f2})\sqrt{\frac{2}{N}}} \quad (9) \]

The Q-function for Gaussian tail probability is \(Q(.)\) given in the following equation:

\[ Q(z) = \int_z^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx \quad (10) \]

\(th_1\) the upper threshold, \(th_2\) the lower threshold. The following is the decision on sensing:

\[
\text{compute} = \begin{cases}
0 & \text{if } (th_2) > T_{CAV}(N), \\
\text{go to the second step} & \text{if } (th_1) > T_{CAV}(N) > th_2,
1 & \text{if } (th_1) < T_{CAV}(N).
\end{cases} \quad (11)
\]

When compute=0, the received signal is just noise, and the unlicensed user is free to exploit the available spectrum. The licensed user is displayed when compute=1, indicating that the spectrum is utilized[13]. Fig. 1 provides an explanation of the zones created by this method in the spectrum. The zone greater than the \(th_1\) is a signal, while the region smaller than the \(th_2\) is merely noise. The zone between the two thresholds is a confused region unable to distinguish between signal and noise.

\[
\begin{array}{c|c|c}
\text{Free} & \text{Confused} & \text{Occupied} \\
\text{spectrum} & \text{region} & \text{spectrum} \\
\hline
th_2 & & th_1 \\
\end{array}
\]

\text{FIG. 1. ILLUSTRATES THE ZONES INTO WHICH THE SPECTRUM IS SPLIT AFTER USE (TTCAV).}

Two techniques two-bit quantization technique and the three-bit quantization technique presented to minimize this issue. To employ these techniques, the adaptive threshold value must be determined as follows:

\[ th = \frac{h}{\gamma} \left[ -1 + \sqrt{1 + \frac{z\gamma}{h}} \right] \quad (12) \]

\text{i.e.,}

\[ h = \left( L - 1 \right) \sqrt{\frac{z}{N\pi}} - \psi \quad (13) \]

\[ \psi = \frac{\gamma_{SNR}}{(SNR+1)} \quad (14) \]
\[ y_l = \frac{T_{c1}(N) - T_{c2}(N)}{\text{SNR} \sigma_\omega^2} \quad (15) \]

\[ \text{SNR} = \frac{\sigma_x^2}{\sigma_\omega^2} \quad (16) \]

\[ q = \left[ (L - 1) \sqrt{\frac{2}{N\pi}} - v + 2 \right] \quad (17) \]

\[ Z = \ln \left[ \frac{1 - \alpha}{\alpha} \frac{1 + (L-1) \sqrt{\frac{2}{N\pi}}}{1 + v} \right] \frac{4}{N} \quad (18) \]

Where \( \alpha \) is the normalized correlation among the signal samples.

\[ \alpha = E[s(n)s(n-1)]/\sigma_x^2 \quad (19) \]

The values of the higher and lower thresholds are determined using the above equations[14]. The upper threshold \( th_1 \) is selected in light of the high noise variance. Based on the least amount of noise variance, the lower threshold \( th_2 \) is determined[15].

\[ y_{1l} = \frac{T_{c1}(N) - T_{c2}(N)}{\text{SNR} \sigma_\omega^2 U_n} \quad (20) \]

Where \( U_n \) is the wireless environment’s noise uncertainty.

\[ v_1 = y_{1l} \frac{\text{SNR}}{\text{SNR} + 1} \quad (21) \]

\[ h_1 = \left[ (L - 1) \sqrt{\frac{2}{N\pi}} - v_1 \right] \quad (22) \]

\[ q_1 = \left[ (L - 1) \sqrt{\frac{2}{N\pi}} - v_1 + 2 \right] \quad (23) \]

\[ Z_1 = \ln \left[ \frac{1 - P_f}{P_f} \frac{1 + (L-1) \sqrt{\frac{2}{N\pi}}}{1 + v_1} \right] \frac{4}{N} \quad (24) \]

Substitutes the sub-equations (21), (22), and (23) into Equation (12) to get the following equation.

\[ th_1 = \frac{h_1}{Z_1} \left[ -1 + \sqrt{1 + \frac{Z_1 q_1}{h_1}} \right] \quad (25) \]

And the lower threshold, calculate as in the upper threshold and get

\[ y_{1l} = \frac{T_{c1}(N) - T_{c2}(N)}{\text{SNR} \sigma_\omega^2 U_n} \quad (26) \]

\[ th_2 = \frac{h_2}{Z_2} \left[ -1 + \sqrt{1 + \frac{Z_2 q_2}{h_2}} \right] \quad (27) \]

These adaptive thresholds adjust in response to the received signal because it is evaluated in accordance with the values of noise variance \( \sigma_\omega^2 \) and uncertainty noise \( U_n \).
III. THE PROPOSED TECHNIQUES

A. A two-bit quantization technique

Using this technique, the confused region is divided into four equal segments as \((th_2, ab, bc, c\) \(th_1\)) in the binary system, yielding three sub-thresholds \((a, b, c)\), whose values are as follows:

\[
STH = \begin{cases} 
  a = th_1 + R \\
  b = a + R \\
  c = b + R 
\end{cases}
\]

where \(R\) is the equal distance between each quantization level, which is determined by the equation below[16].

\[
R = \frac{upper\ threshold- lower\ threshold}{No\ of\ Quantization\ intervals} = \frac{\gamma_1-\gamma_2}{4} \tag{29}
\]

The following illustrated four equal regions.

\[
B = \begin{cases} 
  00, & \text{ } \gamma_2 \geq X \geq a \\
  01, & a > X \geq b \\
  10, & b > X \geq c \\
  11, & c > X > \gamma_1
\end{cases} \tag{30}
\]

Where \(B\) is the quantization decision. If the detected signals \(X\) fall inside any one of the segmentation regions, it will produce suitable decimal values as:

\[
Dv = \begin{cases} 
  0, & if \ B = 00, \text{decimal value } = 0 \\
  1, & if \ B = 01, \text{decimal value } = 1 \\
  2, & if \ B = 10, \text{decimal value } = 2 \\
  3, & if \ B = 11, \text{decimal value } = 3
\end{cases} \tag{31}
\]

Fig. 2 displays the spectrum's segmentation.

![Fig. 2. Shows the segmentation of the confused region into four equal binary regions (00, 01, 10 and 11).](image)

B. A three-bit quantization technique

Using this technique, the confused region is divided into eight equal segments \((th_2, ab, bc, cd, de, ef, fg, g, th_1)\) yielding seven sub-thresholds \((a, b, c, d, e, f, g)\).

\[
STH = \begin{cases} 
  a = th_2 + R \\
  b = a + R \\
  c = b + R \\
  d = c + R \\
  e = d + R \\
  f = e + R \\
  g = f + R 
\end{cases} \tag{32}
\]

\(R\) in this technique is equal to:
There are eight equal regions as below:

\[
B = \begin{cases} 
000, & \gamma_2 > X \geq a \\
001, & a > X \geq b \\
010, & b > X \geq c \\
011, & c > X \geq d \\
100, & d > X \geq e \\
101, & e > X \geq f \\
110, & f > X \geq g \\
111, & g > X > \gamma_1
\end{cases}
\]  

The decimal values will be as follows if the detected signals X fall within one of the segmentation zones:

\[
D_v = \begin{cases} 
\text{if } B = 000 , & \text{decimal value} = 0 \\
\text{if } B = 001 , & \text{decimal value} = 1 \\
\text{if } B = 010 , & \text{decimal value} = 2 \\
\text{if } B = 011 , & \text{decimal value} = 3 \\
\text{if } B = 100 , & \text{decimal value} = 4 \\
\text{if } B = 101 , & \text{decimal value} = 5 \\
\text{if } B = 110 , & \text{decimal value} = 6 \\
\text{if } B = 111 , & \text{decimal value} = 7
\end{cases}
\]  

Fig. 3 depicts the spectrum's segmentation.
Step6: The confused zone is divided into four or eight equal parts in this stage using one of the proposed techniques, such as the 2-bit or 3-bit procedures previously described.

Step7: For both techniques, if the detected signal values $X$ lay outside or between $th_2$ and $th_1$, utilizing equation 36, for both techniques, then using equations 30, 31 for the two-bit quantization technique, and equations 34, 35 for the three-bit quantization technique, as follows:

$$I = \begin{cases} 0, & X \leq th_2 \\ 1, & X \geq th_1 \end{cases}$$

(37)

$$J = \{dv, \quad th_2 < X < th_1\}$$

(38)

Where $I$ is the output values of the upper and lower parts, and $J$ is the output values of the region between them; after that, by using an adder, the values of $I$ and $J$ are added together.

$$y = I + J$$

(39)

Step8: Calculate the final threshold $th$ by using Equation 11 without the presence of the uncertain noise.

Step9: The sense decision is as follows:

$$compute = \begin{cases} 0, & if \ th > y \\ 1, & if \ th \leq y \end{cases}$$

(40)

IV. EXPERIMENTAL SETUP

Programmed by using python version 3.7 with platform pyCharm, and execute using Jetson Nano kit. The Jetson Nano Kit is depicted in Fig. 4 as its component parts.

FIG. 4. SHOWS THE COMPONENTS OF THE JETSON NANO KIT[17].
V. EXPERIMENTAL RESULTS

In this section, the results of the proposed techniques by using Matlab 2021b and compare with the results by python 3.7 under Additive White Gaussian Noise (AWGN), the SNR ranges from -20 to 0 dB and Binary Phase Shift Keying modulation BPSK. Fig. 5 shows the simulation result of the proposed technique, 2-bit quantization under noise uncertainty equal to 2 dB, L=3 the probability of detection $P_d=82.30\%$ at SNR=-20 dB.

![Fig. 5. The $P_d$ by using python for proposed 2-bit technique.](image)

Fig. 6 shows the simulation result using Matlab 2021b of the proposed technique, 2-bit quantization $P_d=89.7$.

![Fig. 6. The $P_d$ by using Matlab for proposed 2-bit technique.](image)

Fig. 7 shows the proposed technique experimental result by using the Jetson Nano kit. Table I shows the difference in results of the proposed method when using Matlab, Python, and Jetson Nano kit. This experiment result shows Python programming performance than the results using the Matlab language, and this is because the Matlab language is specialized in arrays. Hence, its effects are more
accurate than other programming languages in operations based on arrays, such as in the field of communications.

![Graph showing probability of detection vs. signal-to-noise ratio (dB)](image)

**FIG. 7.** THE \( P_d \) FOR PROPOSED 2-BIT METHOD BASED ON THE JETSON NANO KIT.

**TABLE I.** COMPARISON RESULTS BETWEEN MATLAB, PYTHON, AND JETSON NANO KIT

<table>
<thead>
<tr>
<th>2-bit quantization (proposed)</th>
<th>( P_d ) at(-20dB)</th>
<th>( P_d ) at(-18dB)</th>
<th>( P_d ) at(-16dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matlab</td>
<td>88.00%</td>
<td>95.6%</td>
<td>99.2%</td>
</tr>
<tr>
<td>Python</td>
<td>89.70%</td>
<td>96.0%</td>
<td>100%</td>
</tr>
<tr>
<td>Jetson Nano kit</td>
<td>87.72%</td>
<td>98.2%</td>
<td>99.1%</td>
</tr>
</tbody>
</table>

*Fig. 8 shows the result of the proposed technique, 3-bit quantization \( P_d = 90.3 \) at SNR=-20 dB.*

![Graph showing probability of detection vs. signal-to-noise ratio (dB)](image)

**FIG. 8.** THE \( P_d \) BY USING PYTHON FOR PROPOSED 3-BIT TECHNIQUE.

*Fig. 9 shows the simulation result using Matlab 2021b of the proposed technique, 3-bit quantization \( P_d = 93.4 \).*

![Graph showing probability of detection vs. signal-to-noise ratio (dB)](image)
Fig. 10 shows the same proposed technique after experimental results using the Jetson Nano kit. Table II shows the difference between results of the proposed technique 3. bit quantization when using Matlab, Python, and the Jetson Nano Kit.

<table>
<thead>
<tr>
<th>3-bit quantization (proposed)</th>
<th>( P_d ) at(-20dB)</th>
<th>( P_d ) at(-18dB)</th>
<th>( P_d ) at(-16dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matlab</td>
<td>93.40%</td>
<td>98.00%</td>
<td>99.70%</td>
</tr>
<tr>
<td>Python</td>
<td>90.30%</td>
<td>98.60%</td>
<td>100%</td>
</tr>
<tr>
<td>Jetson Nano kit</td>
<td>91.80%</td>
<td>98.90%</td>
<td>100%</td>
</tr>
</tbody>
</table>
Fig. 11 shows the proposed technique experimental result by using the Jetson Nano kit.

VI. CONCLUSIONS

In this paper, one of the spectrum sensing methods is improved, which utilizes Two-Threshold Covariance Absolute Values (TTCAV). By utilizing one of the two proposed techniques, the 2-bit or 3-bit quantization technique to minimize the confused region. After using this technique, demonstrate an improvement in the system's dependability and accuracy. As seen by an improvement in the probability of detection in comparison to very low Signal to Noise Ratio (SNR). The system was programmed by using Python and compared with the results of Matlab and experimented with using one type of SDR, that was Jetson Nano Kit.
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