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Abstract— Lung cancer is one of the most fatal cancers in the world for both 

genders. It has a high mortality rate compared to other types of cancer. Early 

detection can save lives and enhance the treatment process. As a result, the 

demand for approaches to detect cancer at an early stage is growing. In this 

paper, an Artificial Neural Network (ANN) model is developed to identify the 

level of having lung cancer based on environmental, diagnostic, and statistical 

factors. The features that highly affect the risk level of lung cancer were 

identified. The model's performance was assessed using a variety of criteria, 

including accuracy, precision, recall, and f-measure. Experimental results show 

that the model attains a high accuracy rate of 91.79% and risk factors like 

obesity, alcohol use, genetic risk, and coughing of blood can lead to lung 

cancer. 
 

Index Terms— Classification, Lung Cancer, Machine Learning Algorithm, Artificial Neural 

Network. 

I. INTRODUCTION 

 Lung cancer is one of the most serious types of cancer, where the death rate surpasses 

the breast, colon, and prostate cancer combined. In 2020, 2.2 million were diagnosed of 

lung cancer and the mortality rate exceeded 1.8 million, which constitute 18% of total 

cancer death [1]. Most lung cancer patients are diagnosed in a late stage, where treatment 

becomes less efficient. The success of the treatment program depends on the early detection 

of cancer.   

In recent years, several industries such as telecommunication [2], financial services [3], 

disaster prediction [4], and medical diagnosis [5] use machine-learning models to enhance 

their performance. These models can easily identify hidden patterns of data in different 

fields without human intervention. The public health systems are rich in data but deficient 

in knowledge. The system creates massive amounts of data but it lacks the necessary 

analysis capabilities to educe knowledge.  Machine learning approaches can be used to help 

experts in diagnosing diseases and extract knowledge. 

  Traditional classification algorithms can be used to recognize people at a high-risk 

level of having lung cancer. Identifying such patients can lead to early detection of cancer, 

which results in a higher survival rate.  

The primary contribution of this research is to develop a neural network model that can 

predict the risk level of having lung cancer based on statistical (age, gender), diagnostic 

(smoking, alcohol usage), and Environmental (air pollution) characteristics and identify 

which features are highly related to the risk level.  Building a model with high accuracy can 

result in saving the patient’s life.  
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 The remainder of this research is structured as follows; different classification 

algorithms to diagnose cancer are discussed in section 2. The proposed model structure and 

the used data set are presented in section 3. The results and discussion is illustrated in 

section 4. The conclusion of this study is discussed in section 5. 

II. RELATED WORK  

During the last few years, there has been a growth in the studies that use classification 

algorithms to diagnose different kinds of cancer such as breast [6], brain [7], prostate [8], 

lung [9], and cervical [10].  Several studies will be explored in this section regarding cancer 

detection using machine learning algorithms. 

Asri et al. [11] compared the performance of different classification algorithms in 

diagnosing breast cancer using Wisconsin breast cancer dataset. The result shows that 

Support Vector Machine (SVM) achieves a higher accuracy rate than K-Nearest Neighbor 

(KNN), Naïve Bayes, and C4.5 Decision Tree.  

Amrane et al. [12]  applied two classification algorithms; Naïve Bayes and KNN to 

identify malign breast cancer using Wisconsin breast cancer dataset. KNN attains a better 

accuracy rate than Naïve Bayes classifier. Polly et al. [13] proposed a computerized system 

to distinguish between normal and abnormal tumors in the brain and to specify the type of 

the abnormal tumor. The system used k-means algorithm for segmentation and SVM to 

classify the tumor type. 

Wang et al. [14] developed predictive models to diagnose prostate cancer. The 

proposed model used various learning models such as Least Square SVM, Random Forrest, 

SVM, and Artificial Neural Network (ANN). The ANN outperforms other models and 

achieved a 95% accuracy rate in detecting significant prostate cancer. 

Murugan et al. [15] analyzed the behavior of different classification algorithms such as 

Random Forrest, KNN, and SVM to detect skin cancer. The implemented model used 

watershed method for segmentation. Features were extracted from the resulted segments 

and used for classification.  

Faisal et al. [16] suggested a majority voting framework to diagnose lung cancer. The 

proposed framework selects the top 3 classifiers among a list of traditional classifiers like 

SVM, Neural Network, Multi-Layer Perceptron, Naïve Bayes, and C4.5 Decision Tree. The 

result shows that the majority voting method achieved an 88% accuracy rate. 

Das et al. [17] proposed an intelligent system to automatically detect liver cancer. The 

model used watershed and Gaussian methods to extract cancer lesion from Computed 

Tomography (CT) scan images and used a deep learning model for classification. The 

model achieved a high accuracy rate of 99.3%. 

Shivaprasad and Naveena [18] used two classification algorithms to check their 

effectiveness in diagnosing lung cancer. It was observed that Logistic Regression achieves 

better results than KNN when the number of iterations increases. 

Several methods were used to detect different types of cancer. All of these studies 

focus on the advantage of early detection of cancer that can result in a high recovery rate. 

Our research focuses on identifying people with a high risk of having lung cancer using 

ANN model. 
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III. PROPOSED SYSTEM ARCHITECTURE 

A. Data Set 

In this research, the lung cancer dataset that can be found in Kaggle were used [19]. 

The dataset predicts the level of having lung cancer according to different types of features: 

 Statistical Features: age and gender. 

 Diagnostic Features: alcohol use, balanced diet, chest pain, clubbing of fingernails, 

coughing of blood, chronic lung disease, dry cough, dust allergy, fatigue, frequent 

cold, genetic risk, obesity, passive smoking, shortness of breath, smoking, snoring, 

swallowing difficulty, weight loss, and wheezing. 

 Environmental Features: air pollution and occupational hazard. 

The data set consists of 1000 instances with 3 types of risk levels (low, medium, high). 

However, this study only uses low and high risk levels. So the number of instances is 668, 

and the distribution of the instances according to the level is illustrated in Fig. 1. 

 

 

 FIG. 1. DISTRIBUTION OF INSTANCES BASED ON RISK LEVEL 

B. Proposed System Architecture 

ANN is designed to mimic the behavior of the human brain. It consists of input, 

hidden, and output layers. The input layer deals with data such as image, text, or audio. 

While the hidden layer analyzes and processes the data and the output layer produces one or 

more output. The main element in ANN is the neuron, which accepts several inputs, 

multiplies them by weights, and passes the sum of multiplication to the activation function. 

The output is then slipped to one or more neurons. In our research, an ANN model that 

consists of 3 hidden layers and 1 output layer were developed as shown in Fig. 2. The 

algorithm of the proposed system is illustrated in Algorithm 1. The architecture that 

achieved a train accuracy rate higher than the threshold value was selected. The model was 

implemented using python language. 
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FIG. 2. ARCHITECTURE OF THE PROPOSED ARTIFICIAL NEURAL NETWORK TO PREDICT LUNG CANCER 

 

Algorithm 1:  Lung cancer prediction model algorithm 

Input:  

      R: training data set 

      Ne: Number of epochs. 

      T: Accuracy Threshold 

Output: Artificial Neural Network to predict lung cancer risk level M 

Perform data pre-processing (data cleaning, remove outlier, remove unique features…etc.)   

F= False. 

Repeat 
        Create a NN neural network with H hidden layers and N neurons at each layer. 

        Set weights W and bias b randomly in NN 

        For j < Ne do  

           Feed R to NN. 

           Update weights and bias in NN using back propagation. 

       End For 

       If Accuracytrain >= T 

           F = True 

      Else 

           Update number of hidden layers H. 

           Update number of neurons N at each layer. 

      End if 

Until (F = True) 

Return M 
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IV. RESULTS AND DISCUSSION 

A. Evaluation Measures  

Several metrics are used in traditional classification algorithms to evaluate their 

performance such as accuracy, recall, f-measure, and precision. These measures are 

calculated from the confusion matrix elements [20]. It consists of True Positive (TP), True 

Negative (TN), False Positive (FP), and False Negative (FN). 

 

- Accuracy measures the rate of instances that were correctly classified as shown in (1) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
                                                                   (1) 

 

- Recall calculates the rate of TP compared to P as illustrated in (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑃
                                                                        (2) 

 

- Precision calculates the rate of TP compared to P’ as depicted in (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑃′
                                                                (3) 

 

- F-measure merges recall and precision measures into one measure in a consistent mean as 

presented in (4).  

 

              𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  2 ∗  
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
                                  (4) 

B. Analysis and Discussion of Lung Cancer Prediction Model 

The performance of the proposed model was compared against several classification 

algorithms such as Gaussian NB, J48, SVM, and Decision Tree algorithms to prove the 

effectiveness of the model. The ANN model surpasses other models and achieves a high 

accuracy rate of 91.79%. Gaussian NB and Decision Tree were able to attain a good 

accuracy rate of 90% and 88.75% accordingly. However, SVM and J48 have the lower 

accuracy rate of 65% and 83% respectively. Table I demonstrates that the ANN model was 

also able to achieve better results in precision, recall, and F-measure. 

 

TABLE I. PERFORMANCE MEASUREMENT FOR DIFFERENT CLASSIFICATION ALGORITHMS  

Model Accuracy % Recall % Precision % F-Measure % 

ANN 91.79 91.78 92.13 91.93 

Gaussian NB 90.00 90.90 90.90 90.00 

Decision Tree 88.75 88.73 88.75 88.96 

J48 83.75 84.21 83.89 83.72 

SVM 65.00 63.18 62.50 62.66 

 

The ANN model also achieved the minimum error rate of ~8% compared to the other 

models as shown in Fig. 3. 
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FIG. 3.  ERROR RATE PERCENTAGE FOR DIFFERENT CLASSIFICATION ALGORITHMS. 

C. Analysis of Risk Factors Importance 

A heat map was used to identify the leading risk factors in determining the level of 

having lung cancer. The features heat map in Fig. 4 shows that factors like coughing of 

blood, obesity, alcohol use, and genetic risk can highly affect the level of lung cancer. 

Identifying people with these factors can help in the early detection of lung cancer by 

performing a periodic examination and can result in saving their lives.  

 

FIG. 4. HEAT MAP OF FEATURE IMPORTANCE 
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V. CONCLUSIONS 

Lung cancer is one of the dangerous diseases in the world. Most of its patients are diagnosed at a 

late stage, which make the treatment process less efficient. Early detection can save the patient’s life. 

Recently, medical staff used machine-learning algorithms and artificial neural network to help them in 

analyzing the medical data. Developing an accurate classifier with high computational efficiency in 

the medical field is a major challenge. In this study, an ANN model was developed to detect people at 

high risk for lung cancer based on behavioral factors. This study also analyzed the features and 

identified which risk factors can lead to lung cancer. The primary purpose of this study was to warn 

people of high risk so that they can perform a periodic examination and detect cancer at an early 

stage. Experimental results illustrate the high ability of ANN to diagnose lung cancer. 
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