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Abstract— In this paper, we study the Sliding Mode Extremum Seeking (SMES) 

optimization method for a Heat Exchangers Network. The studied network is constructed 

from plate Heat Exchangers, in which several thermal sources are used to heat a common 

cold stream that is distributed between the several branches of the network. The 

considered optimization problem is the optimization of the thermal power gained from 

different hot sources. The control variables are the split ratios of the cold stream to the 

different heat exchangers. The dynamical model for general Heat Exchanger Network 

with (n) Heat Exchangers was driven and the special case of two Heat Exchangers in 

parallel was considered as a case study. The SMES algorithm was modified with an 

integral anti-windup scheme to constrain the search within the admissible region. The 

simulation results obtained by using Matlab program confirmed the effectiveness of the 

approach. 

Index Terms— Heat Exchangers Network, Sliding Mode Based Extremum Seeking, Real-time 

Optimization. 

I. INTRODUCTION 

Heat Exchanger is a very important piece of equipment in process industries where it is 

used to transfer heat between two or more fluids for either heating or cooling processes [1]. 

They are often arranged in networks to distribute the available hot streams effectively [2].  

Nowadays, with the increasing interest in energy conservation, the efficient use of HE's 

network can be a useful tool for energy conservation, especially in the heat recovery 

process from different parts of a process [3].  

The optimal operation of the HE's networks is not as popular as the optimal design. The 

work in [4] was one of the firsts to discuss the optimal operation of heat exchangers 

network in which simultaneous regulation and optimization are considered. In 1994, 

another approach was proposed by minimizing utility consumption [5] and in 2012, a self-

optimizing approach was introduced in which the split ratio of the cold stream to the 

different branches is considered as the only manipulated variable [6]. In 2014, differential 

evolution with stream splitting was used for HE network optimization [7]. And in [8], the 

entransy theory was used in optimizing the heat transfer in HE networks. A strong real-time 

optimization technique that is used to optimize a function with unknown analytical form is 

the Extremum Seeking (ES) [9], it is capable of dealing with optimization problems in 

which only the output (performance measure) are available which is the case when either 

the system or the cost function is unknown. The use of extremum seeking in real-time 

optimization dates back to 1922 in Leblanc’s publication [10] but it was not until the late 

1990’s that the stability proves were introduced [11]. And today, there is a growing interest 

in this field. 
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There exist several approaches for extremum seeking [9]. One of the most popular is 

the Perturbation Based Extremum Seeking (PBES), which uses a sinusoidal perturbation at 

the inputs to get an online estimation of the gradient of the output relative to the inputs, and 

the latter will be used to modify the inputs toward the extremum [9]. In [12]-[14], the PBES 

was used for HE networks and heat transfer optimization problems. In [15], Fast Fourier 

Transform based Extremum Seeking scheme was introduced for optimizing the operation of 

HE networks.  

In this paper, the sliding mode based extremum seeking scheme will be used to 

optimize the heating utility of a parallel heat exchanger network. This approach was based 

on the sliding mode concepts, one of the strong nonlinear control techniques that have been 

used widely in observation and control [16]-[17]. The dynamical model for a general heat 

exchanger network with (n) heat exchangers will be derived and the special case of two heat 

exchangers in parallel will be used as a case study. The SMES will be used to update the 

split ratio to maximize the temperature of the outlet cold stream. The Matlab software will 

be used as the simulation environment. 

The rest of the paper is organized as follows: In Section II, the mathematical modelling 

of the general parallel heat exchangers network was driven. In Section III, the statement of 

the optimization objective and the cost function were introduced. In Section IV, The SMES 

optimization method was analyzed. The specification of the admissible search region and a 

modification for the SMES algorithm to constrain the search in this region was proposed in 

Section V. Section VI shows the simulation results obtained with the MATLAB simulation 

environment for the special case of two heat exchangers in parallel. Finally, conclusions are 

included in the last section. 

II. SYSTEM DESCRIPTION AND MODELING 

In this paper, we will consider the heat exchangers network configuration shown in 

Fig. 1 in which (n) number of the heat exchanger is connected in parallel.  
 

 

 

FIG. 1. PARALLEL HEAT EXCHANGER NETWORK 
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The volumetric flow rate (𝑈𝑐) of common feed (Cold In) is considered constant and is 

distributed among the different heat exchangers (HE) by the splitter, where 𝜇1, 𝜇2,…  𝜇𝑛 

are the split ratios such that: 

 ∑  𝜇𝑖
𝑛
𝑖=1 =1  (1)  

Each heat exchanger is a plate heat exchanger [18]. The temperature of the input cold 

stream (𝑇𝑐𝑖) is the same for each heat exchanger, while the input hot streams may have 

different temperatures (𝑇ℎ𝑖1,𝑇ℎ𝑖2,…,𝑇ℎ𝑖𝑛) and volumetric flow rates (𝑈ℎ1,𝑈ℎ2,…,𝑈ℎ𝑛) for 

each heat exchanger. 

For the heat exchanger (i) and under the following assumptions: 

1- The heat transfer coefficients are constant. 

2- The hot and cold streams are single-phase ideal fluids 

3- Density (𝜌) and specific heat (𝐶𝑝) for all the streams are constant. 

4- No heat transfer with the environment through the walls. 

And with the temperatures of the outlet hot (𝑇ℎ𝑜𝑖) and cold (𝑇𝑐𝑜𝑖) streams as the states, 

the differential equations that describe the dynamics of the heat exchanger (i) is given by 

[18], [19]: 

 

 

𝑇
.

𝑐𝑜𝑖(𝑡)=−𝑘1𝑖(𝑇𝑐𝑜𝑖(𝑡)−𝑇ℎ𝑜𝑖(𝑡))

+
𝑈𝑐∗𝜇𝑖

𝑉𝑐
(𝑇𝑐𝑖(𝑡)−𝑇𝑐𝑜𝑖(𝑡))

𝑇
.

ℎ𝑜𝑖(𝑡)=−𝑘2𝑖(𝑇ℎ𝑜𝑖(𝑡)−𝑇𝑐𝑜𝑖(𝑡))

+
𝑈ℎ𝑖

𝑉ℎ
(𝑇ℎ𝑖𝑖(𝑡)−𝑇ℎ𝑜𝑖(𝑡)) }

 
 

 
 

  (2) 

 

Where; 
𝑘1𝑖=𝑈𝑖𝐴𝑖/(𝐶𝑝,𝑐𝜌𝑐𝑉𝑐), 𝑘2𝑖=𝑈𝑖𝐴𝑖/(𝐶𝑝,ℎ𝑖𝜌ℎ𝑖𝑉ℎ), 𝐴𝑖 is the area of the plat for the i'th HE, 𝑈𝑖 is 

the heat-transfer coefficient, 𝐶𝑝,ℎ𝑖 and 𝐶𝑝,𝑐 are the hot and cold streams heat capacities respectively 

and 𝜌𝑐 and 𝜌ℎ𝑖 are the densities for the cold and hot streams respectively. 

It was used heat exchangers with the dynamical equations in (2), then the dynamics of the 

complete network in Fig. 1 can be represented in matrix form as follows: 
 

 

[
 
 
 
 
 
 
 
 
 
𝑥1̇
𝑥2̇
.
.
𝑥𝑛
𝑥𝑛+1̇
𝑥𝑛+2̇
.
.
𝑥2𝑛̇]
 
 
 
 
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 
 
 

−𝑘11(𝑥1(𝑡)−𝑥𝑛+1(𝑡))

−𝑘12(𝑥2(𝑡)−𝑥𝑛+2(𝑡))
.
.

−𝑘1𝑛(𝑥𝑛(𝑡)−𝑥2𝑛(𝑡))

−𝑘21(𝑥𝑛+1(𝑡)−𝑥1(𝑡))+
𝑈ℎ1

𝑉ℎ
(𝑇ℎ𝑖1(𝑡)−𝑥𝑛+1(𝑡))

−𝑘22(𝑥𝑛+2(𝑡)−𝑥2(𝑡))+
𝑈ℎ2

𝑉ℎ
(𝑇ℎ𝑖2(𝑡)−𝑥𝑛+2(𝑡))

.

.

−𝑘2𝑛(𝑥2𝑛(𝑡)−𝑥𝑛(𝑡))+
𝑈ℎ𝑛

𝑉ℎ
(𝑇ℎ𝑖𝑛(𝑡)−𝑥𝑛(𝑡))]

 
 
 
 
 
 
 
 
 
 
 

+𝐺(𝑥)

[
 
 
 
 
 
 
 
 
 
𝑢1
𝑢2
.
.
𝑢𝑛
0
0
.
.
0]
 
 
 
 
 
 
 
 
 

 (3) 

  

and the temperature of the total outlet cold stream (𝑇𝑐𝑜) can be calculated as [20]: 

 

 𝑇𝑐𝑜= ∑ 𝑇𝑐𝑜𝑖∗𝜇𝑖
𝑛
𝑖=1 =∑ 𝑥𝑖∗𝑢𝑖

𝑛
𝑖=1  (4) 
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Where;  

𝐺(𝑥)=
𝑈𝑐
𝑉𝑐
[
𝑔(𝑥) 𝑜𝑛𝑥𝑛
𝑜𝑛𝑥𝑛 𝑜𝑛𝑥𝑛

],   𝑔(𝑥)= 

[
 
 
 
 
 
(𝑇𝑐𝑖(𝑡)−𝑥1(𝑡)) 0 .. 0

0 (𝑇𝑐𝑖(𝑡)−𝑥2(𝑡)) .. 0
. . .. .
. . .. .
0 0 ..(𝑇𝑐𝑖(𝑡)−𝑥𝑛(𝑡))]

 
 
 
 
 

, 

 

   

[
 
 
 
 
𝑥1
𝑥2
.
.
𝑥𝑛]
 
 
 
 

= 

[
 
 
 
 
𝑇𝑐𝑜1
𝑇𝑐𝑜2
.
.
𝑇𝑐𝑜𝑛]
 
 
 
 

     𝑎𝑛𝑑 , 

[
 
 
 
 
𝑥𝑛+1
𝑥𝑛+2
.
.
𝑥2𝑛]
 
 
 
 

= 

[
 
 
 
 
𝑇ℎ𝑜1
𝑇ℎ𝑜2
.
.
𝑇ℎ𝑜𝑛]
 
 
 
 

  are the states. And 

[
 
 
 
 
𝑢1
𝑢2
.
.
𝑢𝑛]
 
 
 
 

= 

[
 
 
 
 
𝜇1
𝜇2
.
.
𝜇𝑛]
 
 
 
 

 are the control inputs, 

with ∑  𝑢𝑖
𝑛
𝑖=1 =1. 

 

III. THE OPTIMIZATION PROBLEM 

The optimization problem considered in this paper is to optimize the heating utility by 

maximizing the thermal power (𝑃𝑇) collected from the different hot streams which can be 

calculated as [12]: 

 𝑃𝑇= ∑ 𝑈𝑐∗𝜇𝑖∗(
𝑛
𝑖=1 𝑇𝑐𝑜𝑖−𝑇𝑐𝑖) (5) 

And since the flow and temperature of the inlet cold stream are assumed to be constant, 

then the optimization problem can be approximated as: 

 𝐽= ∑ 𝜇𝑖∗𝑇𝑐𝑜𝑖  
𝑛
𝑖=1 =∑ 𝑢𝑖∗𝑥𝑖  

𝑛
𝑖=1 = 𝑇𝑐𝑜 (6) 

Thus, the objective is to maximize the temperature of the total outlet cold stream by 

searching for the optimal values of the split ratios (𝑢𝑖). 

IV. SLIDING MODE WITH EXTREMUM SEEKING OPTIMIZATION 

The block diagram for this scheme is shown in Fig. 2. The basic idea is to force the performance 

measure (𝐽) 𝑡𝑜 follow an increasing /decreasing time function (𝑔 (𝑡)) via sliding mode concepts.  

 
 

 

 

 

FIG. 2.  BLOCK DIAGRAM OF SLIDING MODE BASED EXTREMUM SEEKING SCHEME. 
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Consider the stable nonlinear system: 

 𝑥=𝑓(𝑥(𝑡),𝜃) (7) 

with cost function: 

 𝑦=𝐽(𝑥(𝑡)) (8) 

where; 𝑥∈𝑅𝑛 is the state, 𝜃∈𝑅𝑚 is a vector of the controlled variables (the split ratios 𝑢𝑖 

for the HE network in this paper), 𝐽∈𝑅 is the performance index (that is 𝑇𝑐𝑜 in Eq.6 
for the HE network), and the functions  𝑓(𝑥,𝜃) and 𝐽(𝑥) are smooth. 

In addition, we make the following assumptions [21]: 

Assumption 1: For each  𝜃∈𝑅𝑚, the equilibrium point 𝑥=𝑙(𝜃) is unique and exponentially stable. 

Assumption 2: There exists a unique 𝜃= 𝜃∗ such that (𝐽 𝑜 𝑙)′(𝜃∗)=0 and (𝐽 𝑜 𝑙)′′(𝜃∗)>0 for 

minimization problem (or (𝐽 𝑜 𝑙)′′(𝜃∗)<0 for maximization problem). 

Now consider the sliding variable: 

 𝑠(𝑡)=𝐽(𝑡)−𝑔(𝑡) (9) 

with: 𝑔(𝑡)=𝑝  

 →𝑠(𝑡)=𝐽(𝑡)−𝑔(𝑡)=(
𝜕𝐽

𝜕𝜃
)
𝑇
𝜃−𝑝 (10) 

where: 𝑝∈𝑅 is the desired rate of change of  𝐽(𝑡) during sliding phase, 𝑠∈𝑅 is 

the sliding variable,𝑔∈𝑅 , 
𝜕𝐽

𝜕𝜃
 ∈𝑅1 𝑥 𝑚, 𝑎𝑛𝑑 𝜃∈𝑅𝑚 𝑥 1 

Then by choosing: 

 𝜃=𝐾.sgn(𝑠𝑖𝑛(
𝜋𝑠

𝛼
)) (11) 

and according to [21-24], a sliding motion will exist in the region |
𝜕𝐽

𝜕𝜃
|>

𝑝

𝑘
  and 𝜃 will move toward 

𝜃∗. Note that in (11), K is a raw vector (𝐾=[𝑘1 𝑘2 ...𝑘𝑚]) and sgn(𝑠𝑖𝑛(.)) is a diagonal 

operator thus: 

 
 

sgn(𝑠𝑖𝑛(
𝜋𝑠

𝛼
))= 

[
 
 
 
 
 
 
 sgn(𝑠𝑖𝑛(

𝜋𝑠

𝛼1
)) 0 .. 0

0 sgn(𝑠𝑖𝑛(
𝜋𝑠

𝛼2
)) .. 0

. . .. .

. . .. .

0 0 ..sgn(𝑠𝑖𝑛(
𝜋𝑠

𝛼𝑚
))
]
 
 
 
 
 
 
 

 

 

where 𝛼𝑖 are sufficiently small positive constants.  

  

V. ADMISSIBLE SEARCH REGION 

For HE network with (n) number of branches, the cost function 𝐽 in Eq. 6 should be maximized  

by searching for the optimal values of split ratios (𝑢1,𝑢2,…,𝑢𝑛), and since ∑ 𝑢𝑖
𝑛
𝑖=1 =1, then 

𝑢𝑛=1−∑ 𝑢𝑖
𝑛−1
𝑖=1  and the problem is reduced to (n-1) parameter.  

And since ∑ 𝑢𝑖
𝑛
𝑖=1 =1, the search for optimal must be constrained within this region. In this 

paper, a hierarchical definition of the search region boundaries for each branch was proposed in the 

following manner: the saturation limits of the split ratio of the first branch in the network was defined 

as: 

https://doi.org/10.33103/uot.ijccce.21.2.6
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(𝑢1𝑙=0)≤𝑢1≤(𝑢1𝑢=1) 

and of the second branch as: 

(𝑢2𝑙=0)≤𝑢2≤(𝑢2𝑢=1−𝑢1) 

and for the i'th branch: 

 (𝑢𝑖𝑙=0)≤𝑢𝑖≤(𝑢𝑖𝑢=1−∑ 𝑢𝑗
𝑖−1
𝑗=1 ) (12) 

where 𝑢𝑖𝑙 and 𝑢𝑖𝑢  refer to the lower and upper limits of  the split ratio 𝑢𝑖 respectively. 

Thus, the value of 𝑢𝑖 should remain within these limits. To achieve this, the idea of integral anti-

wind-up [25],[26] was used to modify the algorithm as shown in Fig. 3, where: 

 𝑢𝑖=𝑘𝑖sgn(𝑠𝑖𝑛(
𝜋𝑠

𝛼𝑖
))−𝑘𝑠(𝑢𝑖−𝑆𝐴𝑇(𝑢𝑖)) (13) 

where; 𝑘𝑠 is a small positive constant and: 

 𝑆𝐴𝑇(𝑢𝑖)={

𝑢𝑖𝑢                     𝑢𝑖≥𝑢𝑖𝑢
𝑢𝑖            𝑢𝑖𝑙<𝑢𝑖<𝑢𝑖𝑢
𝑢𝑖𝑙                       𝑢𝑖≤𝑢𝑖𝑙

      (14) 

 

FIG. 3. THE BLOCK DIAGRAM OF SMES WITH INTEGRAL ANTI-WINDUP MODIFICATION 

Thus, if the SMES algorithm generated a value for 𝑢𝑖 below the lower limit 𝑢𝑖𝑙 then the anti-

wind-up scheme will add a positive term to the integrator and the value of 𝑢𝑖 will increase back into 

the admissible search region, and similarly, when the value for 𝑢𝑖 above the upper limit 𝑢𝑖𝑢 then the 

anti-wind-up scheme will add a negative term. 

VI. SIMULATIONS AND RESULTS 

As a case study,  the simple case of two heat exchangers in parallel will be considered here. The 

parameter values for each heat exchanger are given in Table 1 and Table 2 respectively with the 

volumetric flow rate and temperature of the main cold stream given by 𝑈𝑐=150
cm3

min⁄  and  

𝑇𝑐𝑖= 20 𝐶𝑜. And since we only have two branches, then 𝑢2 can be represented in terms of  𝑢1: 

Let 𝑢1=𝑢 → 𝑢2=1− 𝑢, then the problem is reduced to a single parameter optimization 

problem. 
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TABLE  1.  Nominal Parameters Values of HE 1 

parameter Nominal value parameter Nominal value 

𝐴1 0.0672 𝑚2 𝑈ℎ1 150 𝑐𝑚3⁄𝑚𝑖𝑛 
𝐶𝑝,𝑐 4180 𝐽/𝑘𝑔.𝐶𝑜 𝑉𝑐 5.37 10−4 
𝐶𝑝,ℎ1 4180 𝐽/𝑘𝑔.𝐶𝑜 𝑉ℎ 5.37 10−4 
𝑈1 300 𝑊⁄𝑚2𝐶𝑜 𝑇ℎ𝑖1 80 𝐶𝑜 
𝜌ℎ1 1000 𝑘𝑔⁄𝑚3 𝜌𝑐 1000 𝑘𝑔⁄𝑚3 

 

TABLE  2. Nominal Parameters Values of HE 2 

parameter Nominal value parameter Nominal value 

𝐴2 0.0672 𝑚2 𝑈ℎ2 120 𝑐𝑚3⁄𝑚𝑖𝑛 
𝐶𝑝,𝑐 4180 𝐽/𝑘𝑔.𝐶𝑜 𝑉𝑐 5.37 10−4 
𝐶𝑝,ℎ2 4180 𝐽/𝑘𝑔.𝐶𝑜 𝑉ℎ 5.37 10−4 
𝑈2 300 𝑊⁄𝑚2𝐶𝑜 𝑇ℎ𝑖1 95 𝐶𝑜 
𝜌ℎ2 1000 𝑘𝑔⁄𝑚3 𝜌𝑐 1000 𝑘𝑔⁄𝑚3 

 

 

The steady-state map (𝑢→𝑇𝑐𝑜) for the network is shown in Fig. 4. From this figure, it can be seen 

that the system is open-loop stable for all 𝑢∈[0,1] and 𝑇𝑐𝑜 has a global maximum of  𝑇𝑐𝑜=56.95 ∁°  

at  𝑢=0.48  which agrees with assumptions 1 and 2 thus we should expect a similar result from the 

SMES algorithm. 
 

Remark: In all simulations, the dynamic of the control valve was approximated as a first-order delay 

with unity gain (
1

𝑆+1
). 

 

Next, we will implement the SMES on the model. The design parameters for the SMES were 

selected according to [22] and are given in Table. 3. By selecting (𝑘=0.001) and  (𝑝=0.01), 𝐽(𝑢) 

will converge to a close neighbourhood of its optimal defined by (|
𝜕𝐽

𝜕𝑢
|≤

𝑝

𝑘
=10) or equivalently 

(𝐽(𝑢)≥56.4) as demonstrated in Fig. 5. 

 

 

 

FIG. 4.  THE STEADY STATE MAP (𝐮→𝐓𝐜𝐨) 

https://doi.org/10.33103/uot.ijccce.21.2.6
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FIG. 5.  DEMONSTRATING THE CORRELATION BETWEEN THE BOUNDS ON |
𝝏𝑱

𝝏𝒖
| AND 𝑱(𝒖)  

TABLE 3. DESIGN PARAMETERS FOR THE SMES ALGORITHM 

parameter value 

𝛼 0.5 

𝑘 0.001 

𝑝 0.01 

 

The specification of the third parameter (𝛼) is governed by the necessary condition for stability of 

the algorithm [23] (𝛼≥2𝜏𝑝) where 𝜏 is the time delay of the system, defined as the time from the 

instant 𝑢 changes (from (±𝑘) to (∓𝑘)) at (𝑡1) to the instant (𝐽(𝑢)) reaches its next peak value (𝑡2), 

and it was obtained to be less than 2 seconds as shown in Fig. 6, thus choosing (𝛼=0.5) should be 

sufficient. 

 

FIG. 6.  EVALUATION OF THE DELAY TIME  (𝝉) 
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Another important factor  to consider in selecting the design parameters is the magnitude of the 

sustained oscillation (𝑀) in 𝑢 governed by [22]: 

 𝑀=∫ 𝑘𝑑𝑡
𝑎/𝑝

0
=
𝛼∗𝑘

𝑝
 (15) 

From the condition above, the need for a compromise between the ultimate bound on 

𝐽(𝑢) and the magnitude of the sustained oscillation 𝑀 can be observed, choosing larger 𝑘 will 

reduce this ultimate bound but at the expense of larger 𝑀. 

Figure 7 shows the block diagram of the overall system (the HE network with the modified SLES 

algorithm), the controlled variable is the split ratio 𝑢. 

 

 
The simulation results for the HE network with the parameters in Table 1 and Table 2 and with 

SMES design parameter in Table 3 are shown in Figs. 8 and 9. Figure 8 shows the performance 

measure (the temperature of the total outlet cold stream), from which we can see that it reaches a close 

vicinity of its optimal value within less than 800 sec. and from the time response of the sliding 

variable (𝑠), it can be observed that the sliding manifold is reached within 150 sec., then the system 

enters sliding motion in which 𝑠=0 and 𝐽(𝑡) follows 𝑔(𝑡) while moving toward its optimal value. 

After that, at about 800 sec., the sliding mode existing condition is lost and the system starts to 

oscillate near the optimal value which is also clear from the time response of the split ratio 𝑢 that 

shows a sustained oscillation. It can be seen that the magnitude of the sustained oscillation in 𝑢 

is about 0.05 which agrees with Eq. 15. Figure 9 shows the time responses of the four states 

of the network, the hot and cold outlet streams from the two HE's. 

FIG. 7. BLOCK DIAGRAM OF THE OVERALL SYSTEM 
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FIG. 9. THE EVOLUTION OF THE FOUR STATES OF THE NETWORK WITH TIME 

FIG. 8. THE EVOLUTION OF THE OUTLET TEMPERATURE (𝑻𝒄𝒐), THE SPLIT RATIO (U), AND THE SLIDING VARIABLE 

(S) WITH TIME 
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Next, we consider the scenario in which the network parameters (or operating conditions) 

changes from that in Table I and Table II to the new values in Table 4 and Table 5 with 𝑈𝑐=

180 𝑐𝑚3⁄𝑚𝑖𝑛  and 𝑇𝑐𝑖= 20 𝐶𝑜 at about 2500 sec. 
 

TABLE  4. Nominal Parameters Values of HE 1 

parameter Nominal value parameter Nominal value 

𝐴1 0.0672 𝑚2
 𝑈ℎ1 170 𝑐𝑚3

⁄𝑚𝑖𝑛 

𝐶𝑝,𝑐 4180 𝐽/𝑘𝑔.𝐶𝑜 𝑉𝑐 5.37 10
−4

 

𝐶𝑝,ℎ1 4180 𝐽/𝑘𝑔.𝐶𝑜 𝑉ℎ 5.37 10
−4

 

𝑈1 300 𝑊⁄𝑚2𝐶𝑜 𝑇ℎ𝑖1 70 𝐶𝑜 
𝜌ℎ1 1000 𝑘𝑔⁄𝑚3

 𝜌𝑐 1000 𝑘𝑔⁄𝑚3
 

 

TABLE  5. Nominal Parameters Values of HE 2 

parameter Nominal value parameter Nominal value 

𝐴2 0.0672 𝑚2
 𝑈ℎ2 160 𝑐𝑚3

⁄𝑚𝑖𝑛 

𝐶𝑝,𝑐 4180 𝐽/𝑘𝑔.𝐶𝑜 𝑉𝑐 5.37 10
−4

 

𝐶𝑝,ℎ2 4180 𝐽/𝑘𝑔.𝐶𝑜 𝑉ℎ 5.37 10
−4

 

𝑈2 300 𝑊⁄𝑚2𝐶𝑜 𝑇ℎ𝑖1 85 𝐶𝑜 
𝜌ℎ2 1000 𝑘𝑔⁄𝑚3

 𝜌𝑐 1000 𝑘𝑔⁄𝑚3
 

 

Figure 10 shows the steady-state map (𝑢→𝑇𝑐𝑜) for the new parameters and from which it can be 

seen that the optimal values for (𝑇𝑐𝑜) and (𝑢) have been shifted from 𝑇𝑐𝑜=56.95 ∁°  at  𝜇=0.48 to 

𝑇𝑐𝑜=51.2 ∁°  at  𝑢=0.43 respectively. 

 

 

By implementing the SMES algorithm with the same design parameters in Table 3, the 

simulation results were obtained and are shown in Figs. 11 and 12, from which it can be seen that the 

SMES forced the system to track the new optimal point automatically and the system converged to 

close vicinity of the new optimal point relatively fast. 

 

FIG. 10. THE STEADY STATE MAP (𝐮→𝐓𝐜𝐨) WITH THE NEW PARAMETERS IN TABLE IV AND TABLE V 
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FIG. 11. THE EVOLUTION OF THE OUTLET TEMPERATURE (𝑻𝒄𝒐), THE SPLIT RATIO (U), AND THE SLIDING VARIABLE (S) WITH 

TIME 

 

FIG. 12. THE EVOLUTION OF THE FOUR STATES OF THE NETWORK WITH TIME 
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Finally, we will consider the case of a sudden failure in one of the branches of the network. We 

will assume a sudden drop in the volumetric flow rate of the hot stream to HE 2 to 0 𝑐𝑚3
⁄𝑚𝑖𝑛 after 

2500 seconds. With 0.3 as the initial value for the split ratio. Since there is only two branches, the new 

optimal point would be at 𝑢 = 1, which was calculated as 𝑇𝑐𝑜=43.835 𝐶𝑜.  

Figure 13 shows the simulation results for this case, from which it can be seen that the SMES 

algorithm forces the system to the new optimal point by redirecting the entire inlet cold stream to HE 

1 (𝑢 = 1). 

 
FIG. 13. THE EVOLUTION OF THE OUTLET TEMPERATURE (𝑻𝒄𝒐), THE SPLIT RATIO (U), AND THE SLIDING VARIABLE (S) WITH 

TIME FOR THE CASE OF SUDDEN FAILURE 

VII. CONCLUSION 

In this paper, we implemented the Sliding Mode-based Extremum Seeking optimization method 

with periodic switching function to solve the heating utility optimization problem for parallel heat 

exchanger network. The dynamical model for the general heat exchangers network with (n) heat 

exchanger was derived and the special case of two heat exchangers in parallel was considered as a 

case study. 

The main optical for this system was the physical constraints on input (split ratio) which required 

a modification for the original SMES algorithm. In section V, a modification for the algorithm was 

proposed to solve this problem. The admissible search Region for the split ratio of each network 

branch was defined hierarchically and the SMES was modified with an anti-windup scheme to 

constrain the search in these regions. The Matlab software was used as the simulation environment to 

demonstrate the effectiveness of the proposed approach. The simulation results obtained for the three 

different scenarios showed that the modified SMES provided an efficient approach for real-time 
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optimization of the heating utility. In all the cases, the cold outled temperature converged to a small 

neighbourhood around its maximum value. A sustained oscillation with a relatively large magnitude 

appeared in the time response of the split variable, and since it is the direct-controlled variable in 

addition to the fact that in practice the split control is achieved by control valves, thus, it might be 

impractical to demand a high rate of split ratio change. Therefore, it's recommended for future works 

to further filter the spite variables and focuse on dampening the magnitude of the oscillation without 

affecting the convergence speed. 
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