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Abstract— Electrocardiogram (ECG) examination via computer techniques that 

involve feature extraction, pre-processing and post-processing was implemented 

due to its significant advantages. Extracting ECG signal standard features that 

requires high processing operation level was the main focusing point for many 

studies. In this paper, up to 6 different ECG signal classes are accurately 

predicted in the absence of ECG feature extraction. The corner stone of the 

proposed technique in this paper is the Linear predictive coding (LPC) 

technique that regress and normalize the signal during the pre-processing 

phase. Prior to the feature extraction using Wavelet energy (WE), a direct 

Wavelet transform (DWT) is implemented that converted ECG signal to 

frequency domain. In addition, the dataset was divided into two parts , one for 

training  and the other for testing purposes Which have been classified in this 

proposed algorithm  using support vector machine (SVM). Moreover, using MIT 

AI2 Companion was developed by MIT Center for Mobile Learning, the 

classification result was shared to the patient mobile phone that can call the 

ambulance and send the location in case of serious emergency. Finally, the 

confusion matrix values are used to measure the proposed classification 

performance. For 6 different ECG classes, an accuracy ration of about 98.15% 

was recorded. This ratio became 100% for 3 ECG signal classes and decreases 

to 97.95% by increasing ECG signal to 7 classes.   

Index Terms—Abnormal ECG; Discrete Wavelet Transform;  Linear Prediction Coding; Multi 

Heart Diseases classification; Support Vector Machines. 

I. INTRODUCTION 

A heart diagnosis disease was considered as the major issue in clinical and biological 

systems [1]. Post-processing, pre-processing and feature extraction procedures were 

implemented for Electrocardiogram (ECG) examination [2]. ECGs has been classified by 

many researchers into two classes normal and abnormal related to heart cases [3]. A 

comparison study between the extracting of ECG features and the standard ECG normal 

features in terms of ST segment, QRS complex, P wave, T wave and PR interval was 

presented by many works [4][5]. In this comparison study, the classified classes were 

increased and in the same time, some diseases in abnormal ECG were recognized.  

However, in some diseases that required high level processing operation such as Ventricular 

fibrillation, extracting standard features exhibited high complexity [6]. On the other side, 

many studies avoided the complexity of extracting the standard features of ECG related to 

heart diseases classification [7][8]. Using such techniques, by increasing the number of the 

classes, the accuracy was decreased, in the same time, the degradation of the accuracy was 

proportionally to the increment of the classes number up to 6 heart diseases high accuracy 
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classes is presented in this study. Linear predictive coding (LPC) is proposed in order 

normalize and avoid signal redundancy in ECG signal during analyzing and preprocessing 

phase. Discrete Wavelet transform (DWT) is used for transferal of ECG signal into the 

frequency domain with 8 different levels. In addition, the energy features for these 8 levels 

of the analyzed ECG signal is extracted using Wavelet energy (WE). Moreover, in terms of 

classification phase, the test samples are classified, and datasets is trained using support 

vector machine (SVM). Finally, a confusion matrix equation is used to evaluate the 

proposed algorithm performance.   

II. METHODOLOGY  

A. Linear Predictive Coding (LPC) 

The first step of the proposed algorithm, which corresponds the preprocessing phase, is 

dedicated to prepare the ECG samples by removing the noise and standardize the variable 

values and samples period by using Linear Prediction Coding with standardization of the 

signal value to be laid between –1 and +1. 

LPC stands for customary mathematical functions in which forthcoming magnitudes of 

the digital signal are predicted as a linear combination of past values without a pre-selected 

kernel. The main advantage of not using a kernel is that you are not biasing the shape of 

your signal to be similar to an arbitrary, pre-selected shape. Linear Predictive Coding is 

disjointed into dual parts of linear predictive coefficients and the prediction error. The 

predictor function equation can be given asError! Reference source not found.[9]: 

 




p

1k

k knsa=s[n]       (1) 

Where s[n] stands for predicated value in need, while ak represents the coefficient predicator. For 

LPC, three steps are required including autocorrelation, reflection coefficient, and Levinson Durbin 

algorithms. 

Below will discuss each step in details math model 

1) Autocorrelation Coefficient 

The conception of the autocorrelation coefficient has been used for measuring the sum 

of linear correlations among the remarks of dual data intervals. The autocorrelation 

coefficient takes numeric magnitudes that are positioned amid +1 and –1. The magnitude of 

+1 stands for the observed data possess a strong trend in the positive inclination, while the 

magnitude of –1 stands for the observed data possess a strong inclination in the negative 

trend [10]. The correlation amid any dual values of several arbitrary sequence such 1... N–1, 

has measured as an autocorrelation coefficient for this sequence.  

If autocorrelation coefficient of sequence is of time series, it will be changed in 

sequence, where the calculated correlation amid single time series and next one of time 

units. First-order autocorrelation coefficient stands for uncomplicated correlation coefficient 

of 1st  unit that is xt, t=1,2,...,N-1 and the next unit is xt, t=2,3,...,N, then the correlation 

amid xt and xt+1 is specified through:[11] 

  r1 =
∑ (xt−x̅(1))(xt+1−x(2))
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Where x̅(1) stands for the 1𝑠𝑡 magnitude of N-1 and x̅(2)is the last unit of N-1, 
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2) Reflection Coefficient 

The 2nd step in LPC algorithm is to discover a reflection coefficient of resultant 

autocorrelation coefficient. The elementary description of reflection coefficient is the 

amplitude variance of the reflected wave divided by the sum of v amplitude of the 

happening wave based on Eqs. (3) and (4) [12]. 

                        𝑅. 𝑐 =
𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑 𝑤𝑎𝑣𝑒

𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑤𝑎𝑣𝑒
                                                     (3) 

Rc =
V2−V1

V2+ V1
                                                                                        (4) 

3) Levinson Durbin Algorithm 

       Levinson Durbin Algorithm (LDA) is employed for solving identical dimension of 

linear matrix, that requires several predictor orders and the recursion is still processed till 

reaching the latest predictor Error! Reference source not found.[12]. 

ki =
(E(i)−∑ αj

i−1 E(i−j)i−1
j=1 )

Ei−1                                                                (5) 

                             Ei = (1 − ki
2)Ei−1                                             (6) 

Where E stands for the predicted error, and α stands for prediction coefficient. 

B. Feature Extraction by DWT along with Wavelet Energy 

The second phase of the proposed algorithm is dedicated to extract the signal features 

by decomposing the LPC output into 8 levels using Discrete Wavelet Transform (DWT) in 

order to reduce the samples dimension which give better classification results in the 

following phases. Wavelet transform is an effective time-frequency analysis tool. To 

implement DWT, two principal methods exist, Filter Banks method based on the frequency 

domain and Lifting Scheme (LS) method based on the time domain [13]. 

1) Filter Bank Method (FB) 

FB technique, in solitary level of discrete wavelet decomposition, where the input 

signal was divided into dual amounts of frequency which pass these parts at the equal time 

in a pair of low pass H(z), and high pass G(z), filters. The FB method realizes the DWT by 

convolving filter with taps and samples of the input signal. Both H(z) and G(z) filters are 

designated by Eqs. (7) and (8) [13]: 

H(z) = h0 + h
1z−1 + h

2z−2 + ⋯+ h
Nz−N              (7) 

G(z) = g0 + g
1z−1 + g

2z−2 + ⋯+ g
Mz−M             (8) 

2) Lifting Structure (LS) Method 

As shown in Figure 1, LS method stands for execution wavelets based on the time 

domain. The LS structure divides signal sample into even and odd samples. At that point, P 

stands for a function that used in even samples as a prediction function to predict the odd 

samples from even samples. The P function generates the details coefficient (d). The U is a 

function applied on detail signal and gathering the result of details coefficient (d) 

with an even samples and the output is approximation coefficients (s).The equations 

of d and s function are defined in below   [9]. 

d = Xodd − P(Xeven)               (9) 
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s = Xeven + U(d)                                   (10) 

where:   x = input signal 

 s = approximation coefficient of x 

The d and s coefficients in lifting scheme, correspondingly, are the similar as high pass 

and low pass outputs in FB [13]. 

 

FIGURE 1: THE METHOD OF LIFTING SCHEME  

Figure 2 shows how DWT is used to decompose the LPC output into 8 levels. The output of each level 

is group of dual coefficients, namely approximation (cA) and details (cD). At the end of the 

decomposition level, the features vector or the DWT coefficients vector is created from the 

approximation coefficient of the last level i.e. cA8 and from the details coefficients of all level. 

 

FIGURE 2: DECOMPOSITION THE LPC OUTPUT INTO 8 LEVELS VIA DWT 

3) Wavelet Energy 

In the previous section, DWT generates number of feature vectors for each level by find 

the approximation and details coefficients. The total length of feature vector still large as 

length of input data ECG signal, To find the energy of each resulted coefficient gives less 

vectors as defined in equation (11) [14]. 

Em = ∑ coefn
2

n             (11) 
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Where m stands for the amount of levels, n is total number of coefficients 

(approximation and details). 

C. Support Vector Machine (SVM) 

SVM stands for an accurate learning tool functional in data classification with high 

efficiency. The method of SVM is to determine the extreme margin for dual classes of 

data [15].  

The basic principle of SVM is summarized by dividing the dataset samples into 2 groups: Training 

samples and test samples. The input data of the training part is s parted into dual classes in 2D plane in 

order to find the optimal separation line between them [16] 

 jjii yxyxX 2211 ,       (12) 

where:  i  = 1, …, N1 

          j  = 1, …, N2 

 X = the datasets having dual classes  

 x1i determines the 1st  class 

 x2j determines the 2nd  class 

 y1i defines the labels for 1st class with labels 1 

 y2j defines the labels for 2nd class with labels 2 

 

The result y(x) for each class label is defined as [17]: 

     (13) 

The last step of classification is to find the closest training sample that best matches the test one. So, 

the classifier will return the most matching class name (label). The classification steps using SVM are 

shown in Figure 3.  

 

FIGURE 3: CLASSIFICATION USING SVM 

 
𝑤𝑇𝑥 + 𝑏 ≥ +1,    𝑖𝑓𝑦(𝑥) = +1

𝑤𝑇𝑥 + 𝑏 ≤ −1,    𝑖𝑓𝑦(𝑥) = −1
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D. The Quality Performance Measurement  

For determining the performance of the projected algorithm, confusion matrix method is employed 

to show the representation of both actual and predicted classes as seen in Table 1, where TP stands for 

True Positive prediction and represents the number of positive classified cases, which are found positive 

in the real dataset. TN stands for True Negative classification and corresponds the correct prediction 

number of the negative data. On the other hand, FP stands for False Positive and represents the number 

of wrong prediction cases of positive data. FN, or False Negative, gives the amount of patterns classified 

as negative whereas they are positive in the reality [18]. 

TABLE 1.CONFUSION MATRIX 

  Positive    predicted Negative   predicted 

Positive actual TP FN 

Negative ctual FP TN 

 

The performance parameters, namely Sensitivity, Specificity, Accuracy, and Precision can be 

evaluated by means of confusion matrix values [18]: 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                    (14) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                           (15) 

𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃+𝑇𝑁
                                                   (16) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                            (17) 

E. Android based Remote Monitoring System  

After delivering the classification result, we use MIT App Inventor developed by MIT Education 

Center to share our diagnostic of the heart disease with any Android based operating system like the 

patient mobile phone. The transfer process is achieved through MIT server (ai2.appinventor.mit.edu) by 

using AI2 Companion developed by MIT Center for Mobile Learning and available in Google Play 

Store. The main goal of the proposed mobile monitoring system is for alerting the nearby healthcare 

center in case of life-threatening heart condition detected or call directly the ambulance and send the 

patient’s location. Figure 4 show a screenshot to the mobile phone after receiving the diagnostic result 

from the computer. 

III. RESULTS AND DISCUSSIONS 

The analyzed dataset in this paper is collected from PhysioNet.org, which is considered the biggest 

research resource for complex physiologic signals [19]. The collected ECG records comprise of 7 ECG 

classes whose length equals 8400 sec. Each class, of the selected database, represents different heart 

disease with a total number of 120 samples, i.e. 98 samples for training the classifier and 42 samples to 

test the classification results. 
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FIGURE 4: SCREENSHOT OF RECEIVING THE DIAGNOSTIC RESULT. 

To evaluate the classification performance of the proposed algorithm, the confusion matrix values 

were measured in both cases, with and without LPC carrying out in the preprocessing stage. Table 2 

shows the performance parameters of classifying 7 different classes without applying LPC. Whereas 

Table 3 presents the performance of the same classes when implementing LPC in the preprocessing 

phase. It is clear that the overall average accuracy increased from 92.59% to 97.95% after applying LPC. 

The low classification accuracy of class 5 and class 7 can be explained by the similarity of ECG signals 

of these classes because both of them are related to fetal phonocardiograph. 

 

TABLE 2.CLASSIFICATION RESULTS FOR 7 DIFFERENT CLASSES WITHOUT LPC  

 Specificity % Sensitivity % Accuracy % 

Class 1 100 35.3 73.8 

Class 2 100 75 95.23 

Class 3 97.22 83.33 95.23 

Class 4 94.6 80 92.85 

Class 5 85.71 100 85.71 

Class 6 

Class 7 

97.22 

85.71 

83.33 

100 

95.23 

85.71 

     OVERALL  

AVERAGE 
93.65 61.9 89.11 

 

 

TABLE 3.CLASSIFICATION RESULTS FOR 7 DIFFERENT CLASSES USING LPC  

 

 Specificity % 
Sensitivity 

% 
Accuracy % 

Class 1 100% 85.7% 97.62% 

Class 2 100% 85.7% 97.62% 

Class 3 100% 85.7% 97.62% 

Class 4 94.73% 100% 95.2% 

Class 5 100% 100% 100% 

Class 6 

Class 7  

100% 

97.3% 

100% 

100% 

100% 

97.61% 

  

OVERALL   

AVERAGE 

98.8% 92.85% 97.95% 
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It should be mentioned here that decreasing the number of classes will increase the overall 

classification accuracy up to 100% even in case of classifying similar classes namely, class 5 and class 

7. Table 4 compares between the achieved accuracy when classifying 3 classes with and without using 

LPC. 

 

TABLE 4.CLASSIFICATION RESULTS FOR 3 DIFFERENT CLASSES WITH AND WITHOUT USING LPC  

 

 Accuracy - without LPC Accuracy -  with LPC 

Class 1 100% 100% 

Class 3 83.33% 100% 

Class 5 83.33% 100% 

OVERALL  

AVERAGE 
90.48% 100% 

 

TABLE 5.COMPARISON WITH THE PREVIOUS STUDIES  

 

Author 
Classes 

number 
Accuracy Year 

Melgani [20] 5 85.98% 2008 

Korurek[21]  6 96.3 2010 

Das [22] 5 97.5% 2014 

Desai [23] 

Ahmad [8] 

Yinsheng Ji[5] 

5 

5 

5 

98.4 

97.9% 

99.21% 

2016 

2018 

2019 

Thiswork 3,6,7 100%,98.15%,97.95% 2019 

    

 

IV. CONCLUSION 

In this study, ECG classes have been normalized and regressed into the same amplitude within pre-

processing phase using LPC algorithm.  Up to 7 different heart diseases classes have been highly 

distinguished  and submitted the diagnosing result to Android based system that have the ability of 

calling the nearest healthcare center and send the patient’s location.  

All the dataset was delivered using Physionet.org and implemented via MATLAB 

software package. Regarding to ECG feature extraction, at first, DWT has converted the 

analyzed signal into 8 levels. In addition, the classification of ECG classes was achieved 

using SVM. Moreover, in case of with and without LPC, the confusion matrix was used for 

all evaluated classes. Related to the obtained results, the proposed method in this study, 

highly overall average accuracy was achieved in case of 6 and 7 ECG glasses and up to 

98.15% and 97.95% was obtained respectively. Finally, the total resolution of 100% was 

achieved for 3 different classes. 
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